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Steganalysis research is mainly motivated to investigate the possible features that yields 
highest accuracy in identifying cover-objects subjected to steganographic embedding. 
Although design of better ste- ganalysis techniques is a crucial goal, given the diversity 
of steganography techniques and their ever-increasing sophisti- cation, it is not realistic to 
assume a single technique will outperform others in identifying all types of 
steganographic techniques. Therefore in practical application scenarios, these competing 
techniques have to be incorporated together. From this perspective, the most important 
goal of a steganalysis sys- tem, that combines many individual steganalysis techniques, is 
to improve performance. This project focused on real-world deployment of steganalysis 
systems.  
 
Motivated by this problem, we pursue two fundamental questions: First, how to 
incorporate several steganalyzers together in a steganalysis system, and second, how to 
limit the testing cost of a steganalyzer. To address these questions, essentially, we 
focused on the machine learning aspect of steganalyzer design and introduce two 
ensemble based classification systems with distinct advantages, namely a hierarchical 
ensemble of classifiers based approach and a decision tree based approach. The ensemble 
of classifiers based system provides a workable and systematic procedure to incorporate 
several steganalyzers together in a composite steganalyzer to improve detection 
performance in a scalable and cost-effective manner. The decision tree based system, 
alternatively, aims at minimizing the computational cost of steganalysis, while still 
maintaining the detection accuracy. 
 
The underlying ideas for both of the techniques are briefly described in the subsequent 
sections. The details and the corresponding results can be found in the attached papers.  
 
Research Contributions 
 
Ensemble classifiers are introduced to improve the performance of individual classifiers. 
An ensemble classifier is a system that makes classification decisions based on the 
decisions from its base classifiers. We view a steganalyzer as essentially consisting of 
two main steps. The first step involves identifying a specific set of statistics (more 
commonly referred to as features) derived from cover-objects that are in general sensitive 
to steganographic embedding. The second step involves the use of machine learning 



algorithms to automatically generate classification models from extracted features that 
can discriminate between cover-objects and steganographically embedded objects, i.e., 
stego-objects. We extend the ensemble classifier idea into steganalysis design by 
incorporating it to the machine learning compenent, while utilizing many features 
associated with different steganalyzers, to improve both accuracy and computational cost 
of steganalysis. 
 
 
An Ensemble of Classifiers Approach to Steganalysis 
 
The first systems uses a hierarchical ensemble of classifiers based approach and provides 
a procedure that utilizes feature vectors from many steganalyzers to build a multi-class 
classification system which can distinguish stego-objects created by different stegano- 
graphic methods from each other and from cover-objects. A basic outline of the scheme 
is displayed in Fig. 1, where each module serves as a binary classification system built by 
combining many boosted ensembles of classifiers. Essentially, the modules take as input 
all the features and each module specializes in only detecting one steganography 
technique. Decisions of the individual modules are later consolidated to make a final 
decision on the class a given object may belong. The resulting system not only improves 
detection performance but it also supports incremental addition of new steganalysis and 
steganography techniques and removal of existing ones by adding, removing and 
updating modules. Moreover, due its incremental learning capability, when new sets of 
stego- and cover-objects are available for training, the system is able avoid retraining 
with the previously used training data by expanding ensembles in each module. 
 

 
Fig. 1 The structure for hierarchical ensemble of classifiers based steganalysis approach  
 
 
 
A Cost-Effective Decision Tree Based Approach to Steganalysis 
 
The second system we present is based on a decision tree approach. This system aims at 
minimizing the computational cost of classification. To our knowledge, the design of ste- 
ganalyzers that perform effectively with limited computational power has not been 
considered in the literature. Instead, feature selection has been usually employed as a pre-



processing step to reduce the cost incurred by feature measurement. In practice, it is 
desirable that the computational cost associated with feature acquisition or measurement 
should be taken into account when designing cost efficient steganalysis systems. The 
decision tree based system attempts to achieve this while maintaining the classification 
accuracy and without performing feature selection. Fig. 2 depicts a simplified diagram of 
the ensemble tree classifier. A base decision tree classifier and its boosted versions are 
organized as a meta-classifier. In the resulting decision tree meta-classifier, leaves 
represent classifications or decisions and internal nodes correspond to features. Starting at 
the root node, at each level of tree, value of a feature determines the path to be taken until 
a leaf is reached. Each path from root to leaves (like the one marked in red) is a decision 
rule and requires computation of a subset of features in sequence as opposed to 
computing of all features in advance. 

 
 
Fig. 2 The structure for decision tree based steganalysis approach. 
 
Results: 
To evaluate the performances, both systems are built by combining feature sets 
associated with well five well-known universal steganalysis methods and tested against 
four widely used steganography methods.  
 
Experimental results show that hierarchical ensemble classifier is able to improve 
steganalysis performance as compared to conventional feature level fusion, where a 
single classifier is trained on joint features formed by stacking all the available features. 
This system mainly provides a modular and scalable structure as it allows for easy 
addition and removal of techniques and provides incremental learning ability such that 
when a new batch of data is available, new base classifiers can be trained and added to 
existing ensembles. However, it lacks on the computational efficiency aspect since for 
each test instance all the features have to be calculated and tested on a large number of 
classifiers. 
 



Results also show that the decision tree based system provides the ability to limit the 
computational cost (in the online phase) of steganalysis to maintain a comparable 
accuracy to best classifiers such as SVM. Since decision tree based steganalyzer is an 
online algorithm which requires values of new features dependent on previously provided 
feature values, on average, only a few of all the features have to be computed before 
making a decision. It is observed that this steganalyzer also exhibits characteristics of 
incremental learning, as it is convenient to add new training data to the system. A 
limitation of the decision tree based classifier is that when new techniques are added or 
removed, the system has to be retrained. 
 
Project Outcomes 
 
The project work included both research and implementation. Both legs of the work have 
involved contributions from three research students, a post-doctoral researcher and a 
faculty member.The outcome of the research project included three research papers. One 
part of the completed work is presented in ACM ICPR 2010 and another is accepted for 
presentation in SPIE-EI 2013 Conference. Third paper is submitted for publication in 
IEEE Transactions on Information Forensics and Security. We are currently revising the 
first version by including more recent steganography and steganalysis techniques. A 
version of initially submitted version of the journal paper is available as a technical 
report.  
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Abstract

Most work on steganalysis, except a few exceptions,
have primarily focused on providing features with high
discrimination power without giving due consideration
to issues concerning practical deployment of steganal-
ysis methods. In this work, we focus on the machine
learning aspect of steganalyzer design and utilize a hi-
erarchical ensemble of classifiers based approach to
tackle two main issues. Firstly, proposed approach
provides a workable and systematic procedure to in-
corporate several steganalyzers together in a compos-
ite steganalyzer to improve detection performance in a
scalable and cost-effective manner. Secondly, since the
approach can be readily extended to multi-class clas-
sification it can infer information from a given stego-
object about the steganographic embedding technique.
We provide results to demonstrate the potential of the
proposed approach.

1. Introduction

Steganography aims to prevent an observer from re-
alizing that any covert communication is taking place.
Correspondingly, the objective of steganalysis is to de-
tect such communication and to obtain definitive in-
formation on the steganographic technique so that ul-
timately the hidden information can be extracted. There
have been two main research approaches to the problem
of steganalysis, namely, technique-specific steganalysis
and universal steganalysis. The former group of tech-
niques perform very accurately when used against the
steganographic technique it is targeted for. The latter
group of techniques, on the other hand, are effective
over a wide range of techniques, while performing less
accurately overall. However, since universal steganal-
ysis is better suited to the practical setting, it attracted
more interest and many effective steganalyzers are pro-
posed.

0The work on this paper was supported by the AFOSR grant num-
ber FA9550-09-1-0087

The research on universal steganalysis has primar-
ily focused on identifying features that can better dis-
criminate cover-object from stego-object without much
consideration to other critical aspects. First aspect is
due to lack of a systematic treatment to integrate vari-
ous steganalyzers, specific and universal, together in a
composite steganalyzer to improve achievable detection
performance. Such a composite steganalyzer need to be
scalable by allowing for easy addition of new stegana-
lyzers and removal of existing steganalyzers. Further,
training with newly available data should be as cost ef-
fective as possible. The other important aspect is that
such a steganalyzer should not only reliably differen-
tiate between cover-object from stego-object but must
also be able discriminate different steganographic tech-
niques from each other so that more elaborate analysis
of the stego-object can be possible.

In the literature, there are a limited number of studies
that partially address above goals. Kharrazi et al. [5] to
improve accuracy of steganalysis proposed a composite
steganalyzers built using a number of pre-classification
and post-classification information fusion strategies.
Similarly, in [9, 11], authors proposed a multi-class ste-
ganalysis technique to classify stego-object to known
steganographic techniques by combining many binary
classifiers under one-vs-one strategy. In this paper, we
investigate the applicability of a hierarchical ensem-
ble of classifiers based approach to fuse information
from different steganalyzers and to achieve above goals
[12, 8]. The resulting steganalyzer also provides in-
cremental learning capability and it is inherently suited
to multi-class classification scenarios. In the following
section, we describe the details of the proposed stegana-
lyzer. Details of the test dataset and experimental results
are reported in Sections 3 and 4, respectively.

2. Ensemble Based Steganalyzer

Proposed composite steganalyzer utilizes feature
vectors from many steganalyzers to build a decision
framework. It is essentially a multi-class classifica-
tion system that can distinguish stego-object created by



different stegonagraphic methods from each other and
from cover-object. For each class, we build a binary
classifier that makes a soft decision as to whether a
given media object belongs to that particular class using
a one-vs-rest scheme. Each binary classifier fuses the
decision of different steganalyzers, and to ensure im-
proved performance, as compared to individual stegan-
alyzers, a boosting approach is used as learning method.

Figure 1. Layout of the composite stegan-
alyzer.

Figure 1 shows the layout of the proposed hierarchi-
cal ensemble of classifiers based construction. In this
system, objects are assumed to belong one of Classi,
i = 1, 2, . . . , M , where M is the total number of
classes, and each class is associated with either one of
the embedding techniques or the cover-object set. (This
configuration can be trivially reduced to a binary clas-
sification problem by combining all embedding tech-
niques in the same class.) Here, each steganalyzer
is represented by its feature vector , denoted by fvj ,
j = 1, 2, . . . , N where N is the total number of ste-
ganalyzers. In each class, using boosting, an ensemble
of classifiers is trained on each individual feature vec-
tor, as opposed to a single classifier, to yield a stronger
classifier with higher detection accuracy [2]. Each en-
semble is generated by combining a total of B base-
classifiers, which is selected to be a support vector ma-
chine (SVM), through a three-step iterative procedure.

• A binary base-classifier is trained on a subset of
training data which is selected according to a prob-
ability distribution that assigns weights to all data
points in the training data and adaptively adjusts
them at each step. This is followed by verifying
the trained base-classifier’s performance on a sep-
arate validation data.

• Most recently trained base-classifier is combined
together (by a weighted sum rule that takes into
consideration individual error rates) with the all
previous trained ones to ensure that the overall er-
ror rate on training data is acceptable. The weights
of training data is re-adjusted by amplifying the

weights of the mis-classified training data (so that
in the next step the subsequent base-classifiers fo-
cus more on the mis-classified data).

• When all the B base-classifiers are trained, overall
error of the combined classifier is computed over
validation data and then translated into a metric to
determine the reliability of this binary classifier.

This process essentially determines how reliable each
feature vector is in discriminating objects belonging to
a specific class. Then, each ensemble of classifiers, as-
sociated with different feature vectors, are further com-
bined together by a weighted product rule to form the
binary classifier. The outputs of each binary classifier
is later combined together to make a final decision to
determine the class of an object. It must be noted that
the binary classifier does not make a hard decision to
determine the membership of the object in that class but
rather generates a probability value to indicate its con-
fidence in its decision. The overall decision is made by
evaluating the outputs of each binary classifier.

Resulting composite steganalyzer has the following
properties.

1. The improvement in performance is two-fold.
First, it ensures that, due to underlying boosting
methodology, for each feature vector a strong clas-
sifier with near-optimal error performance is con-
structed. Second, unlike fusing at the feature vec-
tor level or at the decision level, the composite ste-
ganalyzer organize feature vectors with respect to
their discrimination power in each class.

2. When new steganalysis techniques are to be added
to the composite steganalyzer, an ensemble of base
classifiers is trained with the training data and
combined with existing binary classifier previously
designed for each class.

3. Addition of new a steganographic method essen-
tially requires generating a new binary classifier
(i.e., training an ensemble of base-classifier for
each steganalyzer and combining them) and incor-
porating it with the composite steganalyzer with-
out interfering with the existing binary classifiers.
Removal of a steganographic method, on the other
hand, just requires discarding the corresponding
binary classifier.

4. When a new batch of training data is available,
the composite steganalyzer is updated by adding
new base-classifiers to the ensemble. Since exist-
ing base-classifiers are already trained on the pre-
viously seen training data, the new base-classifiers
can be trained on the unseen training data be-
fore being incorporated into the composite stegan-
alyzer.
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5. The ability to determine what classes an object is
most likely to belong can be utilized in either ex-
traction of the message or inferring information
about the specifics of the embedding technique,
e.g, embedding domain, location of embedded in-
formation and embedding rate.

3. Test Dataset

In the experiments, we used publicly available
Greenspun’s image dataset which contains more than
1800 images of different scenes. In the experiments, we
used four JPEG based steganography techniques: Out-
guess [13], F5 [16], model based embedding [14], and
perturbed quantization embedding [4]).

As cover images, we used the images in dataset with-
out any processing on them. We also compressed these
images again since some of the steganography meth-
ods are double compressing the images. Stego-images
are generated by embedding randomly chosen messages
(in bits) into 1600 grayscale images using each of the
four steganography techniques. A random message
length was determined adaptively for all images based
on their number of non-zero DCT (NZ-DCT) coeffi-
cients. Embedding rate is determined by fixing the ra-
tio of message length to the number of NZ-DCT coeffi-
cients of the cover-image. Selected embedding rates for
Outguess, F5, model based embedding, and perturbed
quantization embedding are 0.2, 0.1, 0.4, and 0.2 bits
per NZ-DCT, respectively. The composite steganalyzer
is built using 5 universal steganalysis techniques: Bi-
nary Similarity Measure (BSM) [1], Wavelet Based Ste-
ganalysis (WBS) [7], Feature Based steganalysis (FBS)
[3], Merged DCT and Markov Features (MRG) [10, 15],
Joint Density Features (JDS) [6].

4. Experimental Results

We conducted several experiments to show the effec-
tiveness of the proposed composite steganalyzer under
different scenarios. In all experiment, we used 500 im-
ages for training, 500 for validation and 600 for testing.
In our first experiment, our aim was to show how the
boosting based ensemble of classifiers improve perfor-
mance when compared to a single classifier. For this
purpose, we first focused on designing binary classi-
fiers to discriminate cover-images from Outguess em-
bedded stego-images. Three features vectors are ex-
tracted from cover and stego-images using BSM, WBS,
and FBS steganalyzers. We utilized each feature vec-
tor a single SVM classifier and in addition, an ensem-
ble based classifier by boosting three SVM classifiers,

B = 3, is designed. The performance of these stegana-
lyzers are given in Figure-2(a). Same experiment is car-
ried for PQ as well, and corresponding results are given
Figure-2(b). Results show that there is only a slight in-
crease in the performance with boosting. This is mainly
because boosting is effective in building a strong clas-
sifier as a combination of many weak classifiers and
SVM cannot be considered a weak classifier. In addi-
tion, we generated a binary composite steganalyzer by
fusing the decision of ensemble classifiers as explained
in Section 2. We also designed a single classifier by
combining all the feature vectors into one feature vector.
The comparison of the two fusion strategies are given in
the last columns of Figure-2(a) and Figure-2(b). Since
for Outguess individual steganalyzers perform satisfac-
torily, the improvement due the composite steganalyz-
ers is marginal; however, on PQ technique it is consid-
erable.

(a) Steganalysis of Outguess

(b) Steganalysis of PQ
Figure 2. Performance comparison of sin-
gle and ensemble based system.

In the second experiment, we tested the performance
of composite steganalyzer by combining the above 3
feature vectors under a five-class classification scenario
where 4 out of 5 classes are associated with stegano-
graphic techniques, and the fifth class is due to cover-
images (half single, half double compressed). Table-1
gives the confusion matrix for the designed composite
steganalyzer. It can be verified that the errors mainly oc-
curred due to cover objects being mis-identified as PQ
objects (which is consistent with the results of our first
experiment).

In the last experiment, we introduced new feature
vectors to the system to see the change in the perfor-
mance. For this purpose, JDS and MRG feature vec-
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Table 1. Performance Results on Overall
system with BSM, WBS and FBS

Cover F5 MB OG PQ
Cover 0.76 0.002 0.058 0 0.18

F5 0 0.998 0 0.002 0
MB 0 0 0.998 0.002 0
OG 0 0 0 1 0
PQ 0.136 0 0.022 0.002 0.84

tors are also extracted from all the cover- and stego-
images. Ensemble of 3 base-classifiers (SVMs) are gen-
erated and these ensembles are then added to the exist-
ing composite steganalyzer. Detection accuracy of the
composite steganalyzer based on 3 steganalyzers (BSM,
WBS,FBS) and the one based on 5 steganalyzers (BSM,
WBS, FBS, JDS, MRG) are given in Figure-3 for com-
parison. It can be inferred from this results that the
added feature sets improved composite steganalyzer‘s
ability to achieve 99.83% accuracy despite the increase
in the dimension of feature space from 113 features to a
total of 556 features.

Figure 3. Comparison of detection accu-
racy of the two composite classifiers.

5. Conclusions

The design procedure of most steganalyzers can be
essentially reduced to two basic tasks: identifying a
set of distinguishing features to reliably discriminate
cover-objects from stego-objects and building a ma-
chine learning algorithm for classification. Focusing
on the machine learning aspect, in this work, we in-
troduced an alternative steganalysis decision frame-
work that utilizes a hierarchical ensemble of classifiers.
The resulting construction not only allows fusing many
steganalysis techniques and provides inherent support
for multi-class classification (detection of steganograhy
techniques) but also is scalable and incrementally up-
datable. The efficacy of the proposed framework was
tested with the fusion of up to 5 popular steganaly-
sis schemes on 4 JPEG based steganography methods
concerning different scenarios. The experiments show
that significant improvements on detection accuracy are
achieved in all cases, most notably, the composite ste-

ganalyzer based on 5 steganalyzers is observed to have
%99 detection accuracy.
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ABSTRACT

An important issue concerning real-world deployment of steganalysis systems is the computational cost of ac-
quiring features used in building steganalyzers. Conventional approach to steganalyzer design crucially assumes
that all features required for steganalysis have to be computed in advance. However, as the number of features
used by typical steganalyzers grow into thousands and timing constraints are imposed on how fast a decision has
to be made, this approach becomes impractical. To address this problem, we focus on machine learning aspect
of steganalyzer design and introduce a decision tree based approach to steganalysis. The proposed steganalyzer
system can minimize the average computational cost for making a steganalysis decision while still maintaining
the detection accuracy. To demonstrate the potential of this approach, a series of experiments are performed on
well known steganography and steganalysis techniques.

Keywords: computational cost e↵ective, decision tree, steganography

1. INTRODUCTION

In recent years, there have been a considerable increase in the research e↵orts to develop better steganalysis
techniques. As a result, both the design of steganalysis tools (steganalyzers) and their ability to accurately
identify steganographic communication witnessed signification improvements. In its initial phase, steganalysis
techniques were primarily developed by targeting specific steganographic techniques.1–4 This approach yielded
techniques that perform very accurately when used against the targeted techniques. Nevertheless, the approach
is not suited to the practical setting of steganalysis as it implicitly assumes the knowledge of steganography
technique used for embedding.

To be functional over a wide range of techniques, later steganalysis techniques adopted a more general
approach by essentially focusing on statistical properties of cover data, i.e., cover-objects used as the host
for embedded information and identifying those which are likely to exhibit significant change after embedding
operation. This approach to steganalyzer design is often referred to as universal or blind steganalysis. Although
universal steganalysis techniques perform less accurately, they can potentially identify most steganographic
techniques with very limited prior information on steganographic techniques.5–11

Although designing accurate steganalysis techniques is very important, deployment of these techniques as
part of a steganalysis system involve many other critical issues that are not yet su�ciently addressed. Consider
a system that has to perform steganalysis on a very large amount of data using fixed computational resources
under real-time or near real-time constraints. Given all prominent steganalyzers utilize statistical machine
learning to achieve good levels of performance, it is important that their design can respond to such a challenge.
Essentially, during the online (test) phase, computational complexity of steganalysis will depend on the amount
of computation that needs to be performed when extracting features from a given object. Therefore, the ability
to limit the cost of acquiring features is the key to address this challenge.

In this paper, we focus on the computation cost of acquiring stego-feature values when applying machine
learning classifiers to perform steganalysis. Till now, design of steganalyzers that perform e↵ectively with limited
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computational budget has not been considered; instead, feature selection is usually employed as a pre-processing
step to reduce the cost incurred by feature measurement. In practice, it is desirable that the computational cost
associated with feature acquisition or measurement should be taken into account when designing steganalysis
systems. In scenarios where the computational cost for acquiring feature values is high, it is more crucial to
deploy a steganalyzer that takes into account the acquisition cost of each feature. Motivated by this, we propose
a decision tree based steganalysis system, which aims at minimizing the computational cost of classification while
still maintaining satisfactory accuracy. The proposed system has the capability to judiciously choose di↵erent sets
of features cost e↵ectively for di↵erent stego-objects. Therefore on average, computational cost for steganalysis
is optimized.

2. THE DECISION TREE BASED COST EFFECTIVE APPROACH FOR
STEGANALYSIS SYSTEMS

Steganalyzers essentially di↵er in the features they use to di↵erentiate between stego- and cover-objects. Con-
sequently, each steganalyzer performs di↵erently in identifying di↵erent steganographic embedding techniques.
When building a real world steganalysis systems, therefore, an important concern is how to combine various
steganalyzers together so that an overall much stronger steganalyzer can be built. In our approach, we view each
steganalyzer as a decision tree classification system and try to build a composite steganalyzer, by combining
decision trees associated with di↵erent steganalyzers together, while at the same time reducing feature acquisi-
tion cost. The approach described in this section applies a meta-classifier CoCoST12 which combines individual
decision trees of di↵erent steganalysis features together. To achieve this, our approach applies a meta-classifier
CoCoST12 that makes it possible to combine individual decision trees in a very e↵ective manner.

Decision trees (DT) are widely used in machine learning, and there are two attracting reasons to utilize
decision trees in steganalysis. First, decision tree classifiers have accurate predictive capabilities, and they are easy
to train. Second, prediction process in a decision tree is inherently incremental, which makes it computationally
very e�cient. In a decision tree, as long as the the path for classifying a given stego-object does not include all
the features, the number of features needed to label this object (as stego- or cover-object) is reduced. Hence, for
decision trees to make predictions, we do not need to provide all the feature values beforehand. Instead, we can
extract features only when the encountered decision tree node requires a certain feature value. This is important
because it not only exempts us from pre-computing all the feature values for each steganalyzer, but also reduce
the average number of features needed to detect a stego-object.

This characteristics of decision trees is very desirable when there is a cost associated with acquiring each
feature (which is the usual case in steganalysis). We define the expected cost for making a decision for an
unknown random object as the expected cost of a decision tree. For a specific stego-object, its prediction cost
is the total cost for extracting or acquiring all the feature values for classifying this object along its root-to-leaf
path.

2.1 Base Steganalyzer: the Individual LASC Decision Tree

The LASC (Looking Ahead Suppressed Cost) decision tree is the base classifier of the CoCoST steganalysis
system. There are two key characteristics of the LASC algorithm. The first one is that LASC utilizes not only
the entropy gain, but also the size of the node where the size of the node is the proportion of training instances
in each node. For example, the root node has a size of 1, while the leaf nodes has much smaller size. None of
those cost-e�cient variants of C4.5 trees take this information into consideration. However, at the root node,
where the node size is big and every instance gets tested against the root feature, we want the root feature to
be very cheap and e�cient. On the contrary, at the leaf nodes where few instances enter, we can tolerate using
more number of features and features with expensive cost for a better discrimination power. The LASC heuristic
is expressed as

H =
4I

freq↵C + (1� freq↵)
. (1)

. In Eq. 1, 4I is the look ahead entropy gain which represents the information we obtained by choosing this
feature to separate the data; C is the cost associated with each feature. freq denotes the size of the node which



is the proportion of training instances at that node and the constant parameter ↵ designates the sensitivity of
the heuristic to cost.

The core idea the LASC heuristic is that the sensitivity to cost is suppressed as the tree grows and the size
of the node gets smaller. Consider the root node whose size is 1. The root node is a big node and each instance
has to be tested against the root feature. Then, 1 � freq↵ will be around zero and the term freq↵C will be
dominating. Therefore, the heuristic will choose the most cost-e�cient feature. As the tree is expanded and
the nodes become smaller, fewer data instances will enter to those lower level nodes at which we may deploy
more discriminative features. In this case, the term freq↵ gets smaller and the term 1 � freq↵ dominates.
Correspondingly, the heuristic now picks the feature that provides the most information. In summary, a LASC
heuristic yields an e�cient decision tree by reducing the average number of features used for classification.

The other key characteristic of LASC tree is that when calculating the entropy gain, it allows looking ahead
one or more steps (k steps) by looking for a better combination of features instead of looking for individually
good features when calculating the heuristic and building the tree. It should be noted that there is trade-o↵
between building better trees and the training time as training takes more time with further look-ahead. As
the computational cost of several features may depend on each other, the Look-Ahead heuristic will be able to
choose the most fitting set of dependent features by considering their dependent cost together. The LASC tree
is constructed recursively by selecting the most fitting feature according to the heuristic score.

2.2 Inverse Boosting to Diversify the Pool

CoCoST classifier utilizes standard AdaBoost13 as well as inverse boosted decision trees as its base classifiers.
Inverse boosting was originally introduced to create ensembles of classifiers with high varieties14.15 Instead of
raising the weight of misclassified instances, we raise the weight of correctly classified instances, and the updating
function for the new weight is the same as standard boosting but with the sign flipped for the indicator. Given
the weights Dt(i), i = 1, 2, ...,M and the error rate ✏t of the current classifier, updated weights for each inverse
boosting round is obtained as

Dt+1(i) =
Dt(i)exp(�iI(yt(i) = ht( ~Xi))

Zt
, (2)

where Zt denotes the normalizing vector, I is the indicator function which raises the weight when the instance
is misclassified and reduces it when the instance is correctly classified, i.e,

I(yt(i) = ht( ~Xi)) =

⇢
1, if yt(i) = ht( ~Xi),
�1, otherwise;

(3)

and � is a parameter calculated from the error rate ✏ as

�t =
1

2
log

1� ✏t
✏t

. (4)

By performing boosting and inverse boosting, we obtain a more diversified pool of classification trees. It
should be noted again that standard boosted trees tend to focus on instances that are hard to classify, while
inverse boosted trees are cheaper and tend to focus on easy instances using fewer features. It is worth mentioning
that depending on what speed we want the boosting performance to converge, the weights can be updated more
aggressively or conservatively as compared with Eq. 2.

2.3 Create Meta-Classifier: Combining the Trees by Stacked Generalization

The pool of steganalyzer trees obtained by boosting and inverse boosting, are incorporated together to obtain
the CoCoST classification system. This is realized by using a method called stacked generalization. In stacked
generalization, each boosted tree predicts on a validation data set and their decisions are treated as the new
feature set to build a meta-classifier. The resulting CoCoST meta-classifier is also a tree as shown in Figure 1.

With the decision tree based steganalysis system during the online testing phase, the system will ask for
feature values incrementally until a decision can be made. Therefore, there is no need to pre-compute any



The Generalization hypothesis for the Meta-Classifier:  H( )
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Figure 1. Structure of the CoCoST Classifier

features. This structure also possesses the ability of incremental learning. When fresh data or new steganalysis
techniques, i.e., new features, become available, one can train new base decision trees using these new data and
features, and then incorporate those newly built trees into the whole system by retraining the meta-classifier,
thereby avoiding the overall re-training of the system by keeping the other previously generated trees untouched.

3. EXPERIMENTAL RESULTS

3.1 Studied Techniques

To test the performance of the proposed steganalysis systems, We consider four universal steganalysis techniques
and four steganographic techniques. Below we list four JPEG based steganography techniques and briefly state
their basic assumption in limiting the embedding distortion they induce on a cover-object. All these techniques
embed data in DCT domain without any noticeable visual artifacts.

• Outguess16 tries to preserve DCT coe�cient histograms by selecting DCT coe�cients that yield least
embedding distortion. Outguess re-compresses cover-images prior to embedding at JPEG quality factor
75.

• F5 17 embeds by decrements the absolute value of randomly chosen DCT coe�cients by one. It employs
the notion of ’matrix embedding’ to minimize the number of changes made to DCT coe�cients. Similar to
Outguess, F5 re-compresses cover-images at JPEG quality factor 80.

• Model Based (MB) Steganography18 uses a parametric model of DCT coe�cient distributions, obtains
model parameters, and then performs embedding in a way that preserves those models. It does not
perform re-compression on cover-images.

• Perturbed Quantization (PQ) Steganogprahy19 is based on an information reduction operation like re-
compression. During compression, quantization for a certain subset of DCT coe�cients is slightly perturbed
to embed message bits. The perturbation is by modifying the coe�cient so that it quantizes to designated
quantization level. Since, stego-images generated by PQ technique very closely mimic double compressed
images, it is significantly less detectable than other techniques.



Our composite steganalysis system utilizes feature vectors introduced by the following steganalysis techniques.

• Binary similarity measures (BSM)5 refers to features extracted in spatial domain. The intuition behind
the steganalysis technique is that the embedding operation distorts the correlation between bit planes of
an image. The change in bit plane correlations are detected through 18 features extracted from seventh
and eighth bit planes of cover- and stego-images.

• Wavelet based steganalysis (WBS)7 extracts features in wavelet transform domain. To detect stegano-
graphic embedding, WBS aims at capturing underlying statistics of wavelet sub-band coe�cients. For
this purpose, 72 features are extracted from transformed intensity of the color channels. These 72 features
comprise first order statistics (mean, variance, skewness, kurtosis) of sub-band coe�cients and higher order
statistics computed from linear prediction error.

• Merged DCT and Markov features are obtained by combining two sets of features. In,20 authors proposed
the use of a process called calibration to detect stego-images. Calibration is used to estimate macroscopic
properties of the cover-image from the stego-image. Then, 23 spatial and DCT domain features are used
to capture the di↵erence between an image and its calibrated version. DCT features are then obtained by
extending these features to a larger set of 193 features20 . In a similar manner,21 modeled the di↵erences
between absolute values of neighboring DCT coe�cients as a Markov process and computed 81 features from
resulting probability transition matrices. To improve the steganalysis accuracy,20 merged the 193 extended
DCT features with the Markov features which resulted with 274 calibrated features. The steganalysis
technique based on merged features is reported to have significantly better detection accuracy than other
universal steganalysis techniques.

• Joint Density features22 are proposed to capture traces of embedding in terms of relations between DCT
coe�cients of neighboring blocks. Features are obtained from joint distribution of inter and intra block
DCT coe�cients. Here we solely utilize 169 intra block joint density DCT features due to their superior
detection capabilities.

3.2 Dataset

For the experiments we used publicly available Greenspun’s image set that contains 1800 images taken under
varying conditions. Prior to steganographic embedding, black borders around the images are removed and
all images are converted into grayscale and re-saved in JPEG format wit quality set to 100. Out of all the
images, the ones with significantly low embedding capacity (i.e., low number of nonzero DCT coe�cients) are
discarded which left us with 1600 images. Then four classes of stego-images are created by embedding all the
1600 images with each of the four steganography methods separately. For each embedding technique a di↵erent
subset of Greenspun’s images were used. For embedding, random binary strings are generated as messages.
Message lengths are determined adaptively for all images depending on the number of non-zero DCT (NZ-DCT)
coe�cients in the image. For example, 0.10 BPNZ-DCT (bits per non zero DCT coe�cient) embedding rate
corresponds to a length in bits that is equal to 10 % of NZ-DCT coe�cients of the cover-image. The class of cover-
images are then subjected to double compression operation to create the final class of objects. Hence, a total of
six classes of images, (i.e., stego-image classes created by Outguess, F5, MB steganogprahy, PQ steganography
techniques and double compressed (DC) cover-images, and singly compressed cover-images), are generated and
the two steganalysis systems will be tested against these classes to determine their discrimination accuracy.

3.3 Experimental Results

We conducted several experiments to determine the e↵ectiveness of the proposed steganalysis approaches. The
goal is to distinguish how well the two systems are able to identify the class of an unlabeled images from among
six possible classes. When building the two systems we used 500 images for training, 500 for validation, and
remaining 600 for testing.

Using the 500 training images for each class, we built a LASC tree and then applied boosting and inverse
boosting to generate multiple decision trees. The steganalysis accuracy of a single LASC tree, CoCoST with 5
trees and CoCoST with 11 trees in discriminating one class of images from all other classes are shown in the bar
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Table 1. Confusion Matrix of CoCoST with 11 trees
Cover Double Cover F5 Outguess MB PQ

Cover 594 3 0 0 0 3
DC Cover 0 415 8 6 0 179
F5 0 0 600 0 0 0
Outguess 7 0 4 585 0 4
MB 2 0 0 0 595 3
PQ 25 219 3 2 1 350

graph given in Figure 3.3. It can be seen that except for DC Cover and PQ steganography classes, increasing
the number of trees quickly saturates the accuracy to almost 95%. However, for the two classes increasing the
number of boosted trees further do not yield an improvement in classification as expected.

The confusion matrix for 3600 test instances are shown in the Table 1. The total accuracy for all the 6 classes
are 86.92%, and the expected number of features used for each instance is 211.56 features, which is 60% less than
the features that need to be acquired for each instance in the conventional steganalsis. Also, we see that except
for DC Cover and PQ classes which we can only di↵erentiate with an accuracy of 62.92%, the other classes are
classified with an accuracy close to 95%. The reason for inferior performance in detecting DC Cover and PQ
steganography is that the features are not su�ciently discriminative. Even by adding more boosted trees and
focusing on those two classes, accuracies do not increase much. In contrast, the detection accuracy for other
classes increase significantly with more boosted trees.

The CoCoST classifier achieves an accuracy of around 88% while it significantly reduced the average number
of features used for each data instance by 60%. In a scenario, where we want quick prediction and prefer to
extract as few features as possible, the cost-e�cient CoCoST classifier is a good choice. However, if our computing
power can bear acquiring all the feature values and we want to get the best accuracy out of all the features, we
may want to use a more complicated classifier, for example SVM, to get an even better accuracy.

4. DISCUSSION AND CONCLUSIONS

In this paper, we study the steganalysis problem from a practical deployment point of view. More specifically,
we focus on optimizing the average computational cost for acquiring di↵erent feature values associated with
a steganalysis technique. The advantage of the proposed decision tree based steganalyzer is its computational
e�ciency while still being able to perform as accurate as best classifiers such as SVM. The computational e�ciency
is inherently obtained because of the tree structure classification process. The decision tree based steganalyzer



is an online algorithm which requires values of new features dependent on previously provided feature values.
Therefore, on average, only a few of all the stego features have to be computed to make the stego detection. It
is shown through experiments that the proposed approach yield viable steganalyzer systems.
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Ensemble Systems for Steganalysis
S. Bayram, L. Li, A. E. Dirik, H. T. Sencar, N. Memon

Abstract—There are two key questions related to practical

deployment of a steganalysis system: First, how to incorporate

several steganalyzers together effectively, and second, how to

limit the computational cost of such a system. To address

these questions, we focus on the machine learning aspect of

steganalyzer design and introduce two ensemble systems, namely,

a hierarchical ensemble of classifiers based approach and a

decision tree based approach. Both approaches provide system-

atic procedures to incorporate several steganalyzers together to

improve detection performance. The ensemble of classifiers based

approach significantly improves the scalability and flexibility

of the steganalysis system. The decision tree based approach,

alternatively, aims at minimizing the computational cost of

steganalysis. To demonstrate the potential of both approaches,

a series of experiments are performed on well known steganog-

raphy and steganalysis techniques.

I. INTRODUCTION

Multimedia steganography involves communicating by em-
bedding information in seemingly innocuous media data. The
objective of steganalysis then is to detect such steganographic
communication and perhaps even to obtain definitive informa-
tion on the steganographic technique being employed so that
the hidden information can be extracted.

In recent years, there has been a large increase in research
to develop better steganalysis techniques. As a result, both the
design of steganalysis tools (steganalyzers) and their ability to
accurately identify steganographic communication have wit-
nessed significant improvements. Early steganalysis techniques
were primarily developed by targeting specific steganographic
techniques [1], [2], [3], [4]. These techniques perform very
accurately when used against the specific steganographic
embedding method they are designed to detect. Neverthe-
less, the approach implicitly assumes the knowledge of the
steganography technique used for embedding. To remove
this assumption, later steganalysis techniques adopted a more
general approach by essentially focusing on the statistical
properties of cover data (i.e., cover-objects used as the host for
embedded information) and identifying those which are likely
to exhibit significant change after the embedding operation.1
This approach to steganalyzer design is often referred to as
universal or blind steganalysis. Although universal steganalysis
techniques perform less accurately than targeted methods,
they can potentially identify a wide range of steganographic
techniques [5], [6], [7], [8], [9], [10], [11].

In parallel to the development of increasingly sophisti-
cated steganalysis techniques, a number of carefully designed
steganographic techniques have begun to emerge. These em-
bedding techniques are crafted to avoid detection by specific
classes of steganalysis techniques [12], [13]. At the same time

1It should come as no surprise that many image steganalysis techniques
subsequently found application in detecting digital image tampering.

we are witnessing an increasing threat posed by steganography
as the tool of choice used to exfiltrate sensitive data in
corporate espionage and state sponsored espionage[14], [15],
[16]. Therefore the next stage of research in steganalysis has
led to the exploration of systems that combine many different
steganalysis techniques. The argument here being that in a
practical scenario, one does not know what specific technique
to look for and the best chances of successful detection is
achieved by deploying multiple steganalysis techniques as it
would be difficult for the adversary to craft a steganographic
embedding method that can escape detection from multiple
steganalyzers each employing a different approach for detec-
tion.

Now, any system that is based on multiple steganalyzers
should leverage the strengths of the individual techniques that
it combines by delivering a superior performance then any
single one of them. At the same time the system should
be computationally affordable. Given the fact that most ste-
ganalysis techniques have at their core a machine learning
component, these two objectives can be achieved by ensemble
systems. Essentially, an ensemble system utilizes multiple
machine learning classifiers in its construction to build a
stronger overall classifier. Ensemble systems are known to
perform better than single classifier systems in a wide variety
of application scenarios [17], [18], [19].

In this paper, we introduce two ensemble systems for
steganalysis. More specifically, we consider a hierarchical en-
semble of classifiers based approach and a decision tree based
approach. In addition to performance enhancements, the two
systems offer a different set of advantages. Specifically, the
hierarchical approach provides a modular and scalable design
allowing incremental addition and removal of (steganalysis
or steganography) techniques and incrementally incorporating
additional training data. The decision tree approach on the
other hand provides the ability to limit computational cost
without significant reduction in performance.

The broad outline of the paper is as follows: In the following
subsections we provide a review of related work in the field
and provide a more formal problem definition. In Section
II, we describe in detail the hierarchical ensemble of classi-
fiers based construction. The decision tree based steganalysis
system is introduced in Section III. Experimental results are
reported in Section IV and conclusions are given in Section
V.

A. Related Work

The literature in machine learning includes a vast amount of
work that applies to information fusion and ensemble classi-
fiers (also known as meta-classifiers). However, there are only
a limited number of studies that apply these methodologies
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to steganalyzer design. Research on steganalysis has focused
primarily on designing accurate steganalysis techniques by
identifying more discriminative features. There are only a few
studies that have attempted to fuse information available from
multiple (both universal and specific) steganalysis techniques
so that the resulting steganalyzer is more effective against a
wider variety of steganography techniques. For example, in
[20], [21], to improve steganalysis accuracy Kharrazi et al.
proposed a composite steganalyzer based on pre-classification
and post-classification information fusion strategies. Similarly,
Pevny et al. [22], [23] introduced a multi-class steganalysis
technique that classifies a given stego-object to a known
steganographic technique through combining binary classifiers
under a one-vs-one strategy. Despite their promising results,
neither of these approaches have fully utilized the body of
knowledge on building ensemble systems.

Ensemble classifiers were in fact introduced to improve the
performance of individual classifiers. An ensemble classifier
is a system that make classification decisions based on the
decisions from its base classifiers. The base classifier could be
any simple and effective classifier that is easy to implement.
Examples of popular base classifiers include linear discrimi-
nant, decision trees such as C4.5 [24] and Cart [25], etc.), or
even Support Vector Machines (SVM) [26]. AdaBoost [27]
and random forests [28] are two of the most widely used
ensemble classifier systems given their theoretical foundation
and practical success in many applications. AdaBoost focuses
on the data instances which are initially incorrectly classified
during training, and aims to build more specialized classifiers
by iteratively putting more weight on these misclassified
instances. By a weighted majority vote of the base classifiers
generated in the boosting iterations, an AdaBoost classifier
is able to achieve better accuracy than its base classifiers.
With the random forest approach, each individual tree utilizes
random samples from the original data and a unit vote is
made because there is no discrimination of the base trees. The
random forest is known to be more robust when the features
or the labels are noisy.

In addition to accuracy, computational complexity of a
classification system is also a practical concern in applied
machine learning. One important aspect affecting computa-
tional complexity can be measured by the cost of retraining
when new data is available and the classifier needs to be
reconstructed. A cost-efficient machine learning system will
have the property of incremental learning [29] if the retraining
process only involves the new data. Another aspect relates
to the computational cost of acquiring or extracting features,
which corresponds to the notion of testing cost or feature ac-
quisition cost in machine learning. A computationally efficient
classifier should, on average, incur minimal computational cost
for classifying a test instance. There are many approaches for
optimizing the test cost of single classifiers [30], [31], while
limited research ([32], [19]) has been done to optimize the
testing cost of meta-classifiers.

B. Basic Framework
In this subsection we outline the basic steganalysis that

we consider in the rest of the paper. Within this context we

then give a brief outline of the two ensemble systems that we
propose and evaluate.

In the rest of this paper we view a steganalyzer as essentially
consisting of two main steps. The first step involves identifying
a specific set of statistics (more commonly referred to as fea-
tures) derived from cover-objects that are in general sensitive
to steganographic embedding. These features describe some
phenomena influenced by steganographic embedding and they
often have high-dimensionality. The second step involves the
use of machine learning algorithms to automatically generate
classification models from extracted features that can discrim-
inate between cover-objects and steganographically embedded
objects, i.e., stego-objects. For practical purposes, these two
steps can be isolated from each other and a steganalysis
technique can be represented by its feature vector used for
classification. Therefore, in the rest of the paper each stegan-
alyzer will be identified by its feature vector f j 2 <dj , j =
1, 2, ..., N , where N is the number of available steganalyzers
and dj is the dimensionality of the feature vector associated
with steganalyzer j. To have better overall performance a
steganalysis system can combine feature vectors from many
steganalyzers.

From an operation point of view, a steganalysis system
typically works in two phases: the offline phase and the online
phase. In the offline phase, the system is initially built from
scratch. This is realized through a process called training
where feature data is used to train machine learning algorithms
needed for classification. The feature data is obtained from a
training set of objects with labels Classi, i = 1, 2, ...,M ,
where each class is obtained by embedding random messages
to a large set of cover-objects using different steganographic
techniques and M is the total number of classes including
the set of cover-objects. Training is a computationally inten-
sive task but if it is performed one time, the complexity is
surmountable. During the online phase, the system is tested
against given stego- or cover-objects. The performance of a
steganalyzer is measured as the average accuracy in differenti-
ating objects belonging to different classes at varying message
embedding rates. Several very comprehensive benchmarking
studies have been performed to compare existing steganalysis
techniques at an equal footing [21], [22], [33]. In this phase,
computational resources are likely to be scarce and decision
cost (testing cost) is the primary concern.

Given the above framework, we present two ensemble of
classifiers based steganalysis system. The first systems uses
a hierarchical ensemble of classifiers based approach and
provides a procedure that utilizes feature vectors from many
steganalyzers to build a multi-class classification system which
can distinguish stego-objects created by different stegano-
graphic methods from each other and from cover-objects. A
basic outline of the scheme is displayed in Fig. 1-a where
each module serves as a binary classification system built by
combining many boosted ensembles of classifiers. Essentially,
the modules take as input all the features and each module
specializes in only detecting one steganography technique.
Decisions of the individual modules are later consolidated to
make a final decision on the class a given object may belong.
The resulting system not only improves detection performance
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but it also supports incremental addition of new steganalysis
and steganography techniques and removal of existing ones
by adding, removing and updating modules. Moreover, due
its incremental learning capability, when new sets of stego-
and cover-objects are available for training, the system is able
avoid retraining with the previously used training data by
expanding ensembles in each module.

The second system we present is based on a decision tree
approach. This system aims at minimizing the computational
cost of classification. To our knowledge, the design of ste-
ganalyzers that perform effectively with limited computational
power has not been considered in the literature. Instead, feature
selection has been usually employed as a pre-processing
step to reduce the cost incurred by feature measurement. In
practice, it is desirable that the computational cost associated
with feature acquisition or measurement should be taken into
account when designing cost efficient steganalysis systems.
The decision tree based system attempts to achieve this while
maintaining the classification accuracy and without performing
feature selection. Fig. 1-b depicts a simplified diagram of
the ensemble tree classifier. A base decision tree classifier
and its boosted versions are organized as a meta-classifier.
In the resulting decision tree meta-classifier, leaves represent
classifications or decisions and internal nodes correspond to
features. Starting at the root node, at each level of tree, value
of a feature determines the path to be taken until a leaf is
reached. Each path from root to leaves (like the one marked
in red) is a decision rule and requires computation of a subset
of features in sequence as opposed to computing of all features
in advance.

f1,f2,.f3,…..fN

Module MModule 2Module 1

Combined Decision

(a) (b)
Fig. 1. Simplified structure of the two ensemble systems: (a) hierarchical
ensemble of classifiers based approach and (b) decision tree based approach
.

To evaluate the performances, both systems are built by
combining feature sets associated with four universal steganal-
ysis techniques, including wavelet based statistics (WBS) [7],
binary similarity measures (BSM) [5], merged Markov and
DCT features (MRG) [34], and joint density features (JD) [35],
and tested against four steganography techniques that include
Outguess [36], F5 [37], model-based (MB) [38] and perturbed
quantization (PQ) based steganographic embedding techniques
[12]. In the following sections, both approaches are explained
in more detail.

Fig. 2. The first level of HEC. In this level, for each feature set, several base
classifiers are ensembled through boosting to improve the result of individual
steganalyzers.

II. STEGANALYSIS USING A HIERARCHICAL ENSEMBLE
OF CLASSIFIERS

In this section we introduce a Hierarchical Ensemble of
Classifiers (HEC) based steganalysis system which is a multi-
class classification system that draws from the concept of
boosting and provides a systematic procedure to combine
many steganalysis techniques to yield more accurate decisions.
A key property of the system as explained below is its
incremental updatability and incremental learning property.

A. The Structure of HEC
In the design of a HEC based system, each steganography

techniques (as well as the set of cover-objects) that need to
be identified by the steganalysis system is associated with a
class. Each class is built as a binary classifier which utilizes
all the features vectors and makes a decision as to whether a
given object belongs to that particular class or not. Boosting is
used to combine many simple base classifiers into ensembles,
and a binary classifier combines many ensembles, as many
as the number of steganalysis technique we want to merge
together. To be more clear, in HEC instead of building one
multiple-class classifier, multiple binary classifiers are built.
In this structure there are 3-levels. In the first level (see figure
2), boosting is used to combine many simple base classifiers
to improve the performance of each steganalysis technique. In
the second level of the hierarchy, the decision of all boosted
steganalyzers are ensembled to get a combined decision of all
steganalyzer techniques that are being used. These two levels
are utilized to build a binary classifier for each class and in
the last level of the HEC, the final decision is made according
to the decisions of all binary classifiers. Below we describe
the necessary steps required to build a classification module
for each class. The same steps need to be repeated for all
classes. Individual decisions from all the binary classifiers are
then combined to make a final decision.

1) Improving Accuracy by Boosting: As mentioned earlier,
in the first level of HEC, the aim is to improve the performance
of each universal steganalysis technique by building ensemble
classifiers through boosting (Figure 2). For this purpose, an
AdaBoost-like iterative algorithm whose steps are shown in
Figure 3.

This algorithm takes as input a training data set, a validation
data set, an integer B which defines the number of iterations,
and a base classifier BC which can yield probabilistic values
rather than binary decisions. The training and validation data
consist of m and l instances, respectively, where xi 2 <dn

represent features associated with steganalyzer n extracted
from training instance i, and yi 2 {�1,+1} is a label showing
whether or not instance i belongs to the particular class of
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Fig. 3. Boosting algorithm used for generating an ensemble classifier for
each feature vector.

objects for which the binary classifier is being built. Let us
refer to one of the classes as positive and the other class as
negative according to their labels yi.

In the first step of the algorithm, equal weights are assigned
to each of the training data instances, i.e., w0(i) = 1/m, and
after each iteration of the algorithm, these weights are updated
and normalized to form a probability distribution as

Dt(i) =
wt(i)Pm
i=1 wt(i)

, (1)

where Dt represent the distribution of weights assigned to
each instance of the training data after tth iteration. In each
iteration, a random subset from the training data is drawn
according to Dt and a hypothesis ht is generated on this
random subset using the base classifier BC. The error for
the current base classifier BCt is computed on the validation
data set as

✏t =
1

l

lX

i=1

[ht(xi) 6= yi]. (2)

It should be noted that, in contrast to AdaBoost where error
is defined as the sum of the weights of misclassified training
instances, the error here is defined as the proportion of the
misclassified instances in validation data to get a more realistic
measurement. If the resulting error is greater than 0.5, newly
trained base classifier is discarded and a new subset is drawn.
Otherwise, if ✏t < 0.5, the base classifier is accepted and its
error is normalized as

�t =
✏t

(1� ✏t)
. (3)

During each iteration, the accepted base classifier is incorpo-
rated into the ensemble using a weighted sum rule to obtain
the composite hypothesis Ht. According to the weighted sum
rule, the probability that an instance belongs to the positive
class can be defined as:

Pt(i) =

Pt
i=1 pt(i).log(

1
�i
)

Pt
i=1 pt(i).log(

1
�i
) +

Pt
i=1 nt(i).log(

1
�i
)

(4)

where pt is the probability the instance is classified as positive
by the base classifier (BCt) and nt = 1�pt is the probability
the instance is classified as belonging to the negative class.
Similarly, the probability that an instance is classified as neg-
ative by the ensemble can be defined as Nt = 1�Pt. Therefore
a positive instance is accepted to be classified correctly if
Pt > Nt and vice versa if Nt > Pt. As can be seen in these
equations, base classifiers are awarded higher weights if their
error is smaller. The error of the ensemble can be computed
by testing the composite hypothesis, Ht = [Pt > Nt], on the
training data as

Et =
mX

i=1

Dt(i).[Ht(xi) 6= yi]. (5)

If Et > 0.5, then the base classifier which was trained last is
again discarded and a new data set is drawn; otherwise, the
computed error is normalized and new weights are calculated
as

%t =
Et

(1� Et)
, (6)

wt+1(i) = wt(i).%
1�[Ht(xi) 6=yi]
t . (7)

It should be noted that in this step validation data cannot
be used to compute the error since we want to update the
weights of the training data. One other difference of this
boosting scheme from AdaBoost is that in AdaBoost when
weights are being updated, only the hypothesis ht generated
by the newest base classifier is considered; whereas in HEC,
we use the hypothesis Ht generated by the whole ensemble.
This is because we want to focus on instances that are
classified incorrectly by the whole ensemble rather than the
ones classified incorrectly by the last base classifier only.

These steps are repeated for all iterations. Finally, after
Bth iteration the error of the ensemble can be computed and
normalized on the validation data, respectively, as

Es =
1

l

lX

i=1

[HB(xi) 6= yi], (8)

�j,k =
Es

(1� Es)
. (9)

It is clear that Es cannot be higher than 0.5 since at earlier
steps it is ensured that all base-classifiers and the ensemble
classifier have an error probability less than 0.5. At the end of
this procedure an ensemble classifier using features associated
with one steganalysis technique is generated. It has to be
repeated for every steganalyzer in each class, and corre-
sponding �jk values need to be obtained for j = 1, 2, .., N ,
k = 1, 2, ...M .

2) Combining the Decisions of Ensembles: The next step
involves incorporating decisions of many boosted classifiers
built in the previous step so that a final decision as to whether
or not a given object belongs to a particular class can be
made. In [39], Kittler argued that the weighted sum rule is
preferable when combining weak classifiers together and the
weighted product rule is preferable for strong classifiers. Since
ensemble classifiers obtained up and until this step are already
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Fig. 4. Combination of boosted steganalyzers to make an overall decision
as to whether an object belongs to Class M .

Fig. 5. Overall hierarchical ensemble based classifier

strengthened by boosting, we decided to ensemble their de-
cisions by the weighted product rule as displayed in Figure
4. Here, the weights are determined as the inverse of boosted
classifier’s overall error. Correspondingly, the probability of an
instance to belong to the class in question, %class, is computed
as following

%class =

QN
i=1 PB(i).log(

1
�i
)

QN
i=1 PB(i).log(

1
�i
) +

QN
i=1 NB(i).log(

1
�i
)

(10)

In Eq. 10, essentially, the weights determine how discrimina-
tive the features associated with a steganalysis technique is in
detecting objects belonging to a particular class, and this idea
lies at the core of HEC based approach.

3) Testing: During testing, the object in question first
undergoes feature extraction. Computed features are then
classified by the base-classifiers comprising each ensemble
classifier and the resulting decisions are combined by the
weighted sum rule using weights computed in the off-line
training phase. Decisions of each ensemble are then combined
by computing their weighted product. This results in M scores
being obtained at the output of each classification module
associated with the M object classes. Finally, the object is
attributed with the class that yields the highest score. The
overall HEC based steganalysis system is displayed in Figure
5.

B. Advantages of the Proposed Composite Steganalyzer
The resulting steganalysis system has the following main

advantages. First of all due to the underlying boosting method-
ology it ensures that for each steganalysis technique, a strong
classifier with near-optimal error performance is constructed
[40]. Second, the resulting classification system organizes fea-
ture vectors associated with each steganalysis technique with
respect to their discrimination power in each class. Therefore,
while some steganalyzers are awarded highly in discriminating
some stegangoraphy methods, they might be awarded less for
others. Another advantage of HEC based system is that it
can be naturally extended to multi-class steganalysis scenarios
where not only discrimination of stego- and cover-objects is an

issue, but also the steganographic technique used in generation
of the stego-object is in question.

The HEC based system is modular. When a new steganalysis
technique has to be added to the system, this is realized by
training and adding an ensemble classifier to each class in
the system. Similarly, adding a new class, i.e., steganography
technique, requires training a binary classification system
composed of many ensembles. Removal of a steganalysis
technique or a class, however, is performed by eliminating the
corresponding ensembles from all classes or the class itself
completely.

Another inherent advantage of this structure is its ability
to allow incremental changes. When a new batch of a data
becomes available for further training, system can be updated
by adding new base-classifiers to each ensemble and running
the boosting scheme with the new data only. Since existing
base classifiers are already trained using earlier data and
the weights are computed accordingly, these weights can be
considered to act as a memory that broadly summarizes the
old data and, therefore, retraining of the entire system will not
be needed.

III. DECISION TREE BASED STEGANALYSIS APPROACH

The approach described in this section applies a meta-
classifier CoCoST [19] based on decision trees to combine
many steganalysis techniques together. Decision trees (DT) are
widely used in machine learning, and there are two reasons
to utilize a decision trees in steganalysis. First, decision tree
classifiers have accurate predictive capabilities and are easy to
train. The second reason is that the structure-wise prediction
process in a decision tree is inherently incremental, and it is
computationally very efficient. These two properties are very
important in steganalysis as they address two of the three
essential practical concerns in deploying steganalyzers, namely
accuracy and speed.

In a decision tree, as long as the path for a given data
instance does not include all the features, the number of
features needed to label this example is reduced. Hence,
for decision trees to make predictions, we do not need to
provide all the feature values beforehand. Instead, we can
extract feature values when the encountered decision tree node
requires a certain feature value. This is important because it
not only exempts us from pre-computing all the feature values
for each steganalyzer, but also reduces the average number of
features needed to detect a stego-object.

These characteristics of decision trees are very desirable
when there is cost associated with acquiring each feature. The
expected cost for making a decision for an unknown instances
random data is defined as the expected cost of a decision tree.
With uniform cost, the expected cost becomes the average
number of features used for predicting each instance. To op-
timize the expected number of features needed for predicting
each instance, different classification trees are proposed in [31]
[30]. However, individual trees are not accurate enough, and
we therefore use a meta-classifier which consists of new cost-
efficient trees called the LASC (Looking Ahead Suppressed
Cost) tree.
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In an application scenario where some features are not
available or more expensive to extract, the decision tree based
approach addresses the problem of achieving good accuracy
while using as few features as possible. The advantage for
using the LASC individual tree classifier and the CoCoST
meta-classifier is that both the base classifier and the meta-
classifier are built cost-efficiently. Also using the proposed
classifier, the sensitivity to cost is flexible when the node size is
different. Taking size information into account when designing
tree classifier yields a more cost efficient tree in practice [19].
Next, we present the structure of CoCoST based steganalysis
system and its advantages.

A. The structure of the CoCoST classifier
1) LASC - The Base Tree Classifier: Optimal decision trees

have been proven to be NP-hard to build [41], and hence
various heuristics have been developed for this purpose. The
most widely used decision tree is the C4.5 by Quinlan [24].
The heuristic of the C4.5 tree is the normalized entropy gain
for choosing a feature to split. And its cost efficient variants
[31][30] take the form of the entropy gain over the cost
associated with acquiring that feature value. To address the
computational concerns of steganalysis, we use the LASC
decision tree algorithm as the base classifier. The LASC tree
is more cost efficient and suitable for steganalysis as it also
considers the cost of acquiring feature values.

There are two key characteristics of the LASC algorithm.
The first one is that LASC utilizes not only the entropy gain,
but also the size of the node where the size of the node is the
proportion of training instances in each node. For example,
the root node has a size of one, while the leaf nodes have
much smaller sizes. None of the cost-efficient variants of C4.5
trees take this information into consideration. However, at
the root node, where the node size is big and every instance
gets tested against the root feature, we want the root feature
to be very cheap and efficient. On the contrary, at the leaf
nodes where few instances enter, we can tolerate using more
number of features and features with expensive cost for a better
discrimination power. The LASC heuristic is expressed as

H =
4I

freq↵C + (1� freq↵)
. (11)

In Eq. 11, 4I is the ’look ahead’ entropy gain which repre-
sents the information we obtain by choosing this feature to
separate the data; C is the cost associated with each feature
which is assumed to be uniform over all features; freq denotes
the size of the node which is the fraction of training instances
at that node; and the constant parameter ↵ designates the
sensitivity of the heuristic to cost.

The core idea behind the LASC heuristic is that the sensi-
tivity to cost is suppressed as the tree grows and the size of
the node gets smaller. Consider the root node whose size is
one. The root node is a big node and each instance has to be
tested against the root feature which is to say the root feature
has to be extracted from all instances. Then, 1�freq↵ will be
around zero and the term freq↵C will dominate. Therefore,
the heuristic will choose the most cost-efficient feature. As
the tree is expanded and the nodes become smaller, fewer

data instances will enter the lower level nodes at which we
may deploy more discriminative features. In this case, the term
freq↵ gets smaller and the term 1�freq↵ dominates. Corre-
spondingly, the heuristic now picks the feature that provides
the most information. In summary, a LASC heuristic yields
an efficient decision tree by reducing the average number of
features used for classification.

The other key characteristic of the LASC tree is that when
calculating the entropy gain, it allows looking ahead one or
more steps (k steps) by looking for a better combination of
features instead of looking for individually good features when
calculating the heuristic and building the tree. It should be
noted that there is a trade-off between building better trees
and the training time. Although looking more steps ahead will
help build a more accurate decision tree, this will lead to longer
training times. Therefore, in this paper, we use k = 1 looking
ahead which takes O(n3) as training cost. The LASC tree is
constructed recursively by selecting the most fitting feature
according to the heuristic score.

2) Inverse Boosting to Diversify the Pool: The intuition
for boosting is to generate more diversified and independent
classifiers. As opposed to the previous system described in
Section II, which deploys an adapted version of AdaBoost,
the CoCoST classifier utilizes standard AdaBoost [27] as well
as inverse boosted decision trees as its base classifiers.

Inverse boosting was originally introduced to create en-
sembles of classifiers with high varieties [42], [43]. Instead
of raising the weight of misclassified instances, we raise
the weight of correctly classified instances, and the updating
function for the new weight is the same as standard boosting
but with the sign flipped for the indicator. Given the weights
Dt(i), i = 1, 2, ...,M and the error rate ✏t of the current
classifier, updated weights for each inverse boosting round are
obtained as

Dt+1(i) =
Dt(i)exp(�iI(yt(i) = ht( ~Xi))

Zt
, (12)

where Zt denotes the normalizing vector, I is the indicator
function which raises the weight when the instance is misclas-
sified and reduces it when the instance is correctly classified,
i.e,

I(yt(i) = ht( ~Xi)) =

⇢
1, if yt(i) = ht( ~Xi),
�1, otherwise;

(13)

and �� is a parameter calculated from the error rate ✏ as

�t =
1

2
log

1� ✏t
✏t

. (14)

By performing boosting and inverse boosting on the LASC
tree classifier, we obtain a more diversified pool of classifi-
cation trees. It should be noted again that standard boosted
trees tend to focus on instances that are hard to classify, while
inverse boosted trees are cheaper and tend to focus on easy
instances using fewer features. It is worth mentioning that
depending on what speed we want the boosting performance
to converge, the weights can be updated more aggressively or
conservatively as compared with Eq. 12.
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3) Combining the Trees by Stacked Generalization: The
pool of classification trees obtained from the LASC tree by
boosting and inverse boosting at difference sensitivities, ↵,
are incorporated together to obtain the CoCoST classification
system. This is realized by using a method called stacked
generalization. In stacked generalization, each boosted tree
predicts on a validation data set and their decisions are treated
as the new feature set to build a meta-classifier.

The detailed process for generating the CoCoST meta-
classifier is as follows. Given a pool of diversified individual
decision trees, either boosted or inverse boosted, we apply
these trees on the validation data set. These boosted/inverse-
boosted candidate trees have different sensitivity to com-
putational cost, and they also exhibit accuracy biases on
different stego-objects. Given the validation dataset, we treat
the detection result of all these trees as feature values, and
the meta-classifier is trained on the decisions validation data,
where rows denote stego-objects and the columns denote the
decision results of each candidate tree classifier. The final
meta-classifier of CoCoST, is a big tree classifier where each
internal node is actually a boosted LASC tree.

B. Advantages of the Decision Tree Based Approach

The decision tree based steganalysis system offers signif-
icant computational advantages. It effectively addresses both
performance and computational complexity concerns. During
online testing phase, the system will ask for feature values
incrementally until a decision can be made as to which class
the instance belongs to. Therefore, there is no need to pre-
compute any features. The design ensures that the average
computational cost for detection is minimized while still
ensuring accurate detection. This system also possesses the
ability of incremental learning. When new training data is
available, it requires generating a new set of trees using the
fresh data and retraining the meta-classifier. However, addition
or removal of steganalysis techniques will trigger retraining of
the whole system.

IV. EXPERIMENTS AND RESULTS

In this section we present an experimental evaluation of
the two systems we have proposed. First, we introduce the
universal steganalysis techniques and steganographic methods
used in the experiments. Then, we describe our experiments
and report their results.

A. Studied Techniques

To test the performance of the proposed steganalysis tech-
niques both systems were built using well known steganogra-
phy and steganalysis techniques. In general, a steganography
technique can be characterized by how it attempts to achieve
undetectability by a steganalysis technique. Below we list
four JPEG based steganography techniques and briefly state
their basic approach to limiting the embedding distortion they
induce in a cover-object. All these techniques embed data in
DCT domain without any noticeable visual artifacts.

• Outguess [36] tries to preserve DCT coefficient his-
tograms by selecting DCT coefficients that yield least em-
bedding distortion. Outguess re-compresses cover-images
prior to embedding at JPEG quality factor 75.

• F5 [37] embeds by decrementing absolute values of
randomly chosen DCT coefficients by one. It employs the
notion of ’matrix embedding’ to minimize the number of
changes made to DCT coefficients. Similar to Outguess,
F5 re-compresses cover-images at JPEG quality factor 80.

• Model Based (MB) Steganography [38] uses a parametric
model of DCT coefficient distributions, obtains model
parameters, and then performs embedding in a way
that preserves those models. It does not perform re-
compression on cover-images.

• Perturbed Quantization (PQ) Steganogprahy [12] is
based on an information reduction operation like re-
compression. During compression, quantization for a
certain subset of DCT coefficients is slightly perturbed
to embed message bits. The perturbation is by modify-
ing the coefficient so that it quantizes to a designated
quantization level. Since stego-images generated by PQ
technique very closely mimic double compressed images,
it is significantly less detectable than other techniques.

Steganalysis system utilizes features introduced by the fol-
lowing steganalysis techniques.

• Binary similarity measures (BSM) [5] refers to features
extracted in spatial domain. The intuition behind the
steganalysis technique is that the embedding operation
distorts the correlation between the bit planes of an
image. The change in bit plane correlations are detected
through 18 features extracted from seventh and eighth bit
planes of cover- and stego-images.

• Wavelet based steganalysis (WBS) [7] extracts features
in wavelet transform domain. To detect steganographic
embedding, WBS aims at capturing underlying statistics
of wavelet sub-band coefficients. For this purpose, 72
features are extracted from transformed intensity of the
color channels. These 72 features comprise first order
statistics (mean, variance, skewness, kurtosis) of sub-band
coefficients and higher order statistics computed from
linear prediction error.

• Merged DCT and Markov features are obtained by com-
bining two sets of features. In [34], authors proposed the
use of a process called calibration to detect stego-images.
Calibration is used to estimate macroscopic properties of
the cover-image from the stego-image. Then, 23 spatial
and DCT domain features are used to capture the differ-
ence between an image and its calibrated version. DCT
features are then obtained by extending these features to
a larger set of 193 features [34] . In a similar manner,
[44] modeled the differences between absolute values of
neighboring DCT coefficients as a Markov process and
computed 81 features from resulting probability transition
matrices. To improve the steganalysis accuracy, [34]
merged the 193 extended DCT features with the Markov
features which resulted with 274 calibrated features.
The steganalysis technique based on merged features is
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reported to have significantly better detection accuracy
than other universal steganalysis techniques.

• Joint Density features [35] are proposed to capture traces
of embedding in terms of relations between DCT co-
efficients of neighboring blocks. Features are obtained
from joint distribution of inter and intra block DCT
coefficients. Here we solely utilize 169 intra block joint
density DCT features due to their superior detection
capabilities.

B. Dataset
For the experiments we used publicly available Greenspun’s

image set which contains 1800 images taken under varying
conditions. Prior to steganographic embedding, black borders
around the images are removed and all images are converted
into grayscale and re-saved in JPEG format with quality set
to 100. Out of all the images, the ones with significantly low
embedding capacity are discarded, leaving us with a total of
1600 images. Then four classes of stego-images were created
by embedding all the 1600 cover images with each of the four
steganography methods separately.

For embedding, random binary strings are generated as
messages. Message lengths are determined adaptively for all
images depending on the number of non-zero DCT (NZ-DCT)
coefficients in the image. For example, 0.10 BPNZ-DCT (bits
per non zero DCT coefficient) embedding rate corresponds to
a message length in bits that is equal to 10 % of NZ-DCT
coefficients of the cover-image. The class of cover-images
were then subjected to double compression operation to create
another class of objects. Hence, a total of six classes of images,
namely, cover image set , double compressed cover image set,
and four sets created from cover image set using Outguess,
F5, MB and PQ steganography techniques, were generated.
Then the two steganalysis systems proposed in this paper were
tested against these classes to determine their discrimination
accuracy.

C. Experimental Results
We conducted several experiments to determine the effec-

tiveness of the two steganalysis approaches. The goal is to
distinguish how well the two systems are able to identify
the class of an unlabeled images from among six possible
classes. When building the two systems we used 500 images
for training, 500 for validation, and remaining 600 for testing.

1) Results with Multi-Class SVM: For the first experiment,
we have concatenated all the feature vectors and obtain a single
feature vector for each instance. We then designed a 6-class
SVM classifier using 500 training and 500 validation data. For
our experiments, we used publicly available libsvm package
[45]. A grid-search is employed to find the best parameters
for SVM classifier. The results of the experiment is presented
in Table-I. According to these results, the overall accuracy is
82.61% however, it must be noted that the errors are primarily
due to confusion between DC cover-image class and PQ stego-
image class (49.25%) . This is not surprising given the fact
that PQ embedding operation is deliberately designed to mimic
double compression operation.

TABLE I
CONFUSION MATRIX OF SVM CLASSIFIER WITH GRID SEARCH

Cover Double Cover F5 Outguess MB PQ
Cover 600 0 0 0 0 0
DC Cover 0 145 0 0 0 455
F5 0 0 600 0 0 0
Outguess 0 0 0 600 0 0
MB 39 0 0 0 561 0
PQ 0 154 0 0 0 446

Fig. 6. Performance of boosted ensembles with SVM as the base-classifier in
discriminating non-compressed cover class from other classes combined. Each
cluster shows the impact of boosting on different steganalyzers. Within each
cluster first three column represents the performance of the base classifiers
designed in each iteration and the last column represents the performance of
the ensemble.

2) Results on HEC Based Steganalyzer: In constructing
HEC, we used SVM as the base classifier. We first conducted
an experiment to show the performance improvement due to
boosting based ensemble classifier, as depicted in Figure 2.
The ensemble classifier is generated using up to three base-
classifiers, B = 3. We designed a two-class classification
scenario where the first class consisted of non-compressed
cover images and the second class consisted of the pool
of images from all four steganography techniques and from
double compressed images. (It must be noted that when a
single base-classifier is used the ensemble classifier reduces
to an SVM classifier.) When building the HEC based systems
features from all four steganalysis techniques (i.e., BSM fea-
tures, WBS features, merged DCT and Markov features, and
joint density features) are used individually and collectively
to train the system. In a similar experiment, the same system
is retrained this time to test its ability to differentiate F5 class
from the other five classes combined. The results for the two
experiments are presented, respectively in Figures 6 and 7. In
both figures it can be seen that, although SVM is considered a
strong classifier, the improvement due to ensemble classifier is
considerable in most cases. This shows that through boosting
even SVM classifier can be made stronger.

In the second set of experiments, we tested how the binary
classification system given in Figure 4 improves the results by
combining the decisions of different steganalyzer, i.e., ensem-
bles. For this purpose, we designed four separate technique-
specific classifiers to discriminate four classes (generated using
PQ, ModelBased, OutGuess, F5 steganography techniques)
from the class of cover and double-compressed cover images.
(When designing a classifier for PQ steganography technique
we used double-compressed cover image class and for the rest
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Fig. 7. Performance of boosted ensembles with SVM as the base-classifier in
discriminating F5 class from other classes combined. Each cluster shows the
impact of boosting on different steganalyzers. Within each cluster first three
column represents the performance of the base classifiers designed in each
iteration and the last column represents the performance of the ensemble.

Fig. 8. Comparison of single SVM (first column) and HEC (second column)
performances under four technique-specific steganalysis scenarios.

non-compressed cover images are used.) Using HEC based
approach, a new classifier is designed for each technique. Also,
for comparison, feature vectors associated with four stegana-
lyzers are combined into a single feature vector and an SVM
classifier is built for each technique. Results corresponding
to the four test scenarios are given in Figure 8 where first
column shows the result for SVM and second for HEC. From
this figure, it can be seen that for F5 and Outguess both
SVM classifier with combined feature vector and HEC provide
perfect results and for Model Based steganography HEC
is only marginally better. However, PQ steganography was
completely indistinguishable from double compressed cover
class with SVM classifier. HEC, on the other hand, improved
the results by 7%. To the best of our knowledge, this is the best
reported result against PQ steganography using these features.
Although in [46] authors reported a performance of 70%, that
result does not apply to all types of datasets such as the one
used in this paper.

Finally, ability of the HEC based system to differentiate 6
classes of images from each other, a total of 3600 images,
is summarized by the confusion matrix given in Table II. In
this experiment, we tried different number of base classifiers
B = 3, 5, 7 and found out that after B = 5 the results
didn’t improve. Overall steganalysis accuracy is computed to
be 85.22%; however, it must be noted that the errors are
primarily due to confusion between DC cover-image class and
PQ stego-image class which yielded to an accuracy of 56.5%.

3) Results on Decision Tree Based Steganalyzer: Using the
500 training images for each class, we built a LASC tree
and then applied boosting and inverse boosting to generate

TABLE II
CONFUSION MATRIX FOR HEC BASED STEGANALYSIS SYSTEM USING

SVM AS THE BASE-CLASSIFIER

Cover DC Cover F5 Outguess MB PQ
Cover 600 0 0 0 0 0
DC Cover 0 332 0 0 0 268
F5 0 0 600 0 0 0
Outguess 0 0 0 600 0 0
MB 10 0 0 1 589 0
PQ 0 274 0 0 0 326
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Fig. 9. Accuracies for the 6 Classes Using CoCoST Classifier with Different
Number of Trees

multiple decision trees. The steganalysis accuracy of a single
LASC tree, CoCoST with 5 trees and CoCoST with 11 trees
in discriminating one class of images from all other classes
are shown in the bar graph given in Figure 9. It can be
seen that except for DC Cover and PQ steganography classes,
increasing the number of trees quickly saturates the accuracy
to almost 95%. However, for the two classes increasing the
number of boosted trees further do not yield an improvement
in classification as expected.

The confusion matrix for 3600 test instances are shown
in the Table III. The total accuracy for all the 6 classes are
86.92%, and the expected number of features used for each
instance is 211.56 features, which is 60% less than the features
that need to be acquired for each instance in the conventional
steganalysis. Also, we see that except for DC Cover and PQ
classes which we can only differentiate with an accuracy of
62.92%, the other classes are classified with an accuracy close
to 95%. The reason for inferior performance in distinguishing
DC Cover and PQ steganography classes is essentially due to
insufficiency of the available features. Even by adding more
boosted trees which are naturally more accurate on these two
classes, accuracy does not increase much. In contrast, the
detection accuracy for other classes increase significantly with
more boosted trees.

The CoCoST classifier achieves an accuracy of around 88%

TABLE III
CONFUSION MATRIX OF COCOST WITH 11 TREES

Cover Double Cover F5 Outguess MB PQ
Cover 594 3 0 0 0 3
DC Cover 0 415 8 6 0 179
F5 0 0 600 0 0 0
Outguess 7 0 4 585 0 4
MB 2 0 0 0 595 3
PQ 25 219 3 2 1 350
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while it significantly reduced the average number of features
used for each data instance by 60%. In a scenario, where we
want quick prediction and prefer to extract as few features as
possible, the cost-efficient CoCoST classifier is a good choice.
However, if our computing power can bear acquiring all the
feature values and we want to get the best accuracy out of all
the features, we may want to use a more complicated classifier,
for example SVM, to get an even better accuracy. The reason
that decision tree based multi-class predictor works slightly
better than the purely boosted hierarchical classifier have two
aspects. First, by introducing inverse boosting combined with
standard boosting, prediction noise is suppressed by multiple
diversified decisions from the pool of trees. Secondly, the
CoCoST classifier is a meta-classifier which implies two
training phases: one for the base classifier and the other
for the meta-classifier. Therefore a stronger hypothesis and
more complicated system is built and better accuracy can be
reasonably expected.

V. DISCUSSION AND CONCLUSION

In this paper, we look at the steganalysis problem from
a practical deployment point of view. Steganalysis research
is mainly motivated to investigate the possible features that
yields highest accuracy in identifying cover-objects subjected
to steganographic embedding. Although design of better ste-
ganalysis techniques is a crucial goal, given the diversity of
steganography techniques and their ever increasing sophisti-
cation, it is not realistic to assume a single technique will
outperform others in identifying all types of steganographic
techniques. Therefore in practical application scenarios, these
competing techniques have to be incorporated together. From
this perspective, the most important goal of a steganalysis sys-
tem, that combines many individual steganalysis techniques,
is to improve performance. To achieve this goal, in this
paper, two ensemble based classification systems with distinct
advantages are introduced.

It is shown through experiments that both systems improve
(binary and multi-class) steganalysis performance as compared
to conventional feature level fusion, where a single classifier
is trained on joint features formed by stacking all the available
features. The hierarchical ensemble classifier (HEC) based
system mainly provides a modular and scalable structure as
it allows for easy addition and removal of techniques and
provides incremental learning ability such that when a new
batch of data is available, new base classifiers can be trained
and added to existing ensembles. However, HEC lacks on the
computational efficiency aspect since for each test instance all
the features have to be calculated and tested on a large number
of classifiers.

Alternatively, the decision tree based system provides the
ability to limit the computational cost in the online phase
of steganalysis. to maintain a comparable accuracy to best
classifiers such as SVM. The decision tree based steganalyzer
is an online algorithm which requires values of new features
dependent on previously provided feature values. Therefore,
on average, only a few of all the features have to be computed
before making a decision. The steganalyzer also exhibits

characteristics of incremental learning as it is convenient to
add new training data to the system. Limitations of the decision
tree based classifier is that when new techniques are added or
removed, the system has to be retrained.
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